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Introducing Myself

Chair of Statistical Data Science.

Co-Director of Edinburgh Centre for Financial Innovations.

Fellow of Generative AI Laboratory (GAIL).

Leading research field: Extreme Value Theory (EVT).

Other interests include: Bayes; Interfaces between Statistics & AI.

Current funding: Aberdeen Investments, GAIL, Royal Society of Edinburgh.

M. de Carvalho GAME 2025 2 / 15



Goal
Mission

This workshop aims to stimulate discussion on generative AI models for
extreme events and to promote the exploration of novel directions in this
emerging area.

Extreme Value Theory provides a robust mathematical framework to
estimate the risk of extreme events by extrapolating into the tails of a
distribution—beyond the limits of available data.

Generative AI refers to a class of artificial intelligence models designed to
produce novel content and ideas, including but not limited to text, images,
audio, and video.
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Selected Comments on the History of AI
Ertel (2025)

History of various subfields of AI.

M. de Carvalho GAME 2025 4 / 15



Parallel Beginnings

Fisher & Tippett (1928) Gödel (1931)

180 Messrs Fisher and Tippett, The frequency distribution of

Limiting forms of the frequency distribution of the largest or
smallest member of a sample. By R. A. FISHER, SC.D., Gonvilte
and Caius College, and L. H. C. TIPPETT, M.SC.

[Received 24 November, read 5 December, 1927.]

1. Introductory.
In a previous paper on the subject of the distribution of the

largest member of a sample from a normal population, one of the
authors has given constants involving the first four moments for
samples up to 1000. In this paper, possible limiting forms of such
distributions in general are discussed. It will appear that a
particular group of distributions provides the limiting distributions
in all cases, and that the case derived from the normal curve is
peculiar for the extreme slowness with which the limiting form is
approached.

2. The possible limiting forms deduced from the functional
relation which they must satisfy.

Since the extreme member of a sample of mn may be regarded
as the extreme member of a sample of n of the extreme members
of samples of m, and since, if a limiting form exist, both of these
distributions will tend to the limiting form as m is increased
indefinitely, it follows that the limiting distribution must be such
that the extreme member of a sample of n from such a distribution
has itself a similar distribution.

If P is the probability of an observation being less than x, the
probability that the greatest of a sample of n is less than x is Pn,
consequently in the limiting distributions we have the functional
equation

Pn(x) = P(anx+bn);
the solutions of this functional equation will give all the possible
limiting forms.

If a is not equal to unity, then
x = ax + b,

when x = ,
1 — a

and at this point Pn = P,
P = 0 o r 1,

consequently the solutions fall into three classes:

II. P = 0 when x = 0, Pn (x) = P (anx),
III. P = 1 when x = 0, Pn (x) = P (anx).

https://doi.org/10.1017/S0305004100015681 Published online by Cambridge University Press

M. de Carvalho GAME 2025 5 / 15



Parallel Beginnings

Gnedenko (1943) McCulloch & Pitts (1943)

ANNALow O MATHMATICS

Vol. 44, No. 3, July, 1943

STIR LA DISTRIBUTION LIMITE DU TERME MAXIMUM D'UNE
SARIE ALAATOIRE

PAR B. GNEDENKO

(Received February 8, 1943)

Introduction

Considdrons une suite

X, x2I **- Xn

de variables aldatoires mutuellement independantes et assujetties A une meme
loi de distribution F(x). Formons une autre suite de variables al6atoires

41 X ,2 X * * * X{n *

en posant

n= max (xI, x2, Xn)
On voit facilement que la fonction de distribution de $,n est

Fn(X) = PIt. < x} = Fn(x).
L'etude de la fonction Fn(x) pour les grandes valeurs de n offre un intdret notable.
Beaucoup de travaux ont e consacrds a cette question. En particulier, M.
Fr6chet [1] en 1927 a trouve les lois qui peuvent etre limites pour Fn(anx) pour
un choix convenable des constantes positives an.

Cette classe de lois limites est formde des lois de types' suivants

b(D = JO- pour x < 0
epour x > 0

et

B (x) = Je~(- pour x < 01pour x > 0
ou a ddsigne une constante positive.

En 1928 R. A. Fisher et L. H. C. Tippett [2] ont 6tabli que les lois limites pour
Fn(anx + bn), oui an > 0 et bn sont des constantes r6elles convenablement choisies,
se r6duisent aux lois de types 'a(x), 'Ia(x) et la loi

A(x) = eez.

R. Misbs [3] qui a commence une 6tude systematique des lois limites pour la
distribution du terme maximum vers 1936, a trouv6 plusieurs conditions suffi-
santes pour la convergence des lois Fn(anx + bn) vers chacun des types cit6s

1 En imitant A. Khintchine et P. Levy nous appellerons type de la loi $(x) I'ensemble
des lois 4,(ax + b) pour tous les choix possibles des constantes r6elles a > 0 et b.
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A L O G I C A L  C A L C U L U S  O F  T H E  
I D E A S  I M M A N E N T  I N  N E R V O U S  A C T I V I T Y  

WARREN S. MCCULLOCH AND WALTER PITTS 

FROM THE UNIVERSITY OF ILLINOIS, COLLEGE OF MEDICINI~, 
DEPARTMENT OF PSYCHIATRY AT THE ILLINOIS NEUROPSYCHIATRIC INSTITUTE, 

AND THE UNIVERSITY OF CHICAGO 

Because of  the "all-or-none" character of  nervous activity, neural 
events and the relations among them can be treated by means of propo- 
sitional logic. I t  is found that the behavior of every net can be described 
in these terms, with the addition of more complicated logical means for 
nets containing circles; and that for any logical expression satisfying 
certain conditions, one can find a net behaving in the fashion it describes. 
I t  is shown that many particular choices among possible neurophysiologi- 
cal assumptions are equivalent, in the sense that for every net behav- 
ing under one assumption, there exists another net which behaves un- 
der the other and gives the same results, although perhaps not in the 
same time. Various applications of the calculus are discussed. 

I. Introduction 

T h e o r e t i c a l  n e u r o p h y s i o l o g y  r e s t s  on c e r t a i n  c a r d i n a l  a s s u m p -  
t ions .  T h e  n e r v o u s  s y s t e m  is a n e t  of  neu rons ,  e ach  h a v i n g  a s o m a  
and  a n  axon .  T h e i r  a d j u n c t i o n s ,  o r  s y n a p s e s ,  a r e  a l w a y s  b e t w e e n  the  
a x o n  of  one  n e u r o n  a n d  the  s o m a  of  ano the r .  A t  a n y  i n s t a n t  a n e u r o n  
h a s  some  th resho ld ,  w h i c h  exc i t a t i on  m u s t  exceed  to  i n i t i a t e  a n  im-  
pulse.  This ,  excep t  f o r  the  f a c t  and  t h e  t i m e  of  i t s  occur rence ,  is  de- 
t e r m i n e d  b y  t h e  neu ro n ,  no t  b y  the  exc i t a t ion .  F r o m  t h e  p o i n t  o f  ex-  
c i t a t i on  the  impu l se  is p r o p a g a t e d  to  all p a r t s  o f  t h e  neu ron .  T h e  
ve loc i ty  a long  the  a x o n  v a r i e s  d i r ec t ly  w i t h  i ts  d i a m e t e r ,  f r o m  less 
t h a n  one  m e t e r  p e r  second in t h in  axons ,  w h i c h  a r e  usua l ly  shor t ,  to  
m o r e  t h a n  150 m e t e r s  p e r  second in t h i c k  axons ,  wh ich  a r e  u sua l ly  
long .  T h e  t i m e  f o r  a x o n a l  conduc t ion  is consequen t ly  of  l i t t le  i m p o r -  
t ance  in d e t e r m i n i n g  the  t i m e  of  a r r i v a l  o f  i m p u l s e s  a t  po in t s  un-  
equa l ly  r e m o t e  f r o m  the  s a m e  source .  E x c i t a t i o n  a c r o s s  s y n a p s e s  oc- 
c u r s  p r e d o m i n a n t l y  f r o m  a x o n a l  t e r m i n a t i o n s  to  s o m a t a .  I t  is st i l l  a 
m o o t  po in t  w h e t h e r  th i s  de pends  upon  i r r e c i p r o c i t y  of  ind iv idua l  syn-  
a p s e s  o r  m e r e l y  upon  p r e v a l e n t  a n a t o m i c a l  conf igura t ions .  T o  sup-  
pose  t he  l a t t e r  r equ i r e s  no h y p o t h e s i s  ad hoc a n d  exp la in s  k n o w n  ex- 
cept ions ,  bu t  a n y  a s s u m p t i o n  as  to  cause  is c o m p a t i b l e  w i t h  t h e  cal-  
culus  to  come.  No  case  is k n o w n  in wh ich  exc i t a t i on  t h r o u g h  a s ing le  
s y n a p s e  h a s  el ic i ted a n e r v o u s  i m p u l s e  in a n y  neu ron ,  w h e r e a s  a n y  
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Parallel Beginnings

Despite these parallel beginnings, it has taken nearly a century for the two
fields to begin meaningfully intersecting.
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A Lot Has Changed Since Then...
Nobel Prize of Physics 2024

The press release for the award contains some details on the links between
core concepts from physics (e.g., atomic spin, Boltzmann machines, energy)
and the neural models that the winners proposed.

Still, even Geoffrey Hinton himself told the New York Times that:

“If there was a Nobel Prize for computer science, our work would clearly
be more appropriate for that.”
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Generative AI
ChatGPT (Nov. 2022)
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Other Big Players
IBM
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Agenda
Friday

09:30–10:00 Vianey Palacios Ramirez (Newcastle University)

10:00–10:30 Michaël Allouche (Kaiko)

10:30–11:00 Coffee break

11:00–11:30 Emma Simpson (University College London)

11:30–12:00 Olivier Pasche (University of Geneva)

12:00–13:30 Pizza break

13:30–14:00 Miguel de Carvalho (University of Edinburgh)

14:00–14:30 Clemente Ferrer (Univ. Técnica Federico Santa María)

14:30–15:00 Coffee break (Day 1 Group Photo)

15:00–15:30 Jordan Richards (University of Edinburgh)

15:30–16:00 Lambert De Monte (University of Edinburgh)

16:00–16:45 Brainstorm session
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Agenda
Saturday

10:15–10:45 Chenglei Hu (Glasgow University)

10:45–11:15 Amanda Lenzi (University of Edinburgh)

11:15–11:45 Coffee break (Day 2 Group Photo)

11:45–12:15 Stéphane Lhaut (Université Catholique de Louvain)

12:15–12:45 Luca Trapin (University of Bologna)

12:45–12:55 Closing thoughts
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Acknowledging the Workshop
Continuing the Impact Together

Attribution

We kindly encourage participants to acknowledge this workshop in any
research outcomes—papers, grant applications, or other scholarly
outputs—that have directly or indirectly benefited from it.

In turn, we would be delighted to feature your work on the workshop
website. Please feel free to share links to relevant papers, grants, or
projects.
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Let the GAME begin!
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